
Bernt 0ksendal • Agnes Sulem

Applied Stochastic
Control of
Jump Diffusions

2nd Edition

With 27 Figures

A \

^J Springer



Contents

Stochastic Calculus with Jump Diffusions 1
1.1 ; Basic Definitions and Results on Levy Processes 1
1.2' The Ito Formula and Related Results 6
1.3 , Levy Stochastic Differential Equations 10
1.4 The Girsanov Theorem and Applications 12
1.5 Application to Finance 19
1.6 Exercises 21

Optimal Stopping of Jump Diffusions 27
2.1 A General Formulation and a Verification Theorem 27
2.2 Applications and Examples 31
2.3 Optimal Stopping with Delayed Information 36
2.4 Exercises 42

Stochastic Control of Jump Diffusions 45
3.1 Dynamic Programming 45
3.2 The Maximum Principle 52
3.3 Application to Finance 57
3.4 Exercises 61

Combined Optimal Stopping and Stochastic Control
of Jump Diffusions 65
4.1 Introduction 65
4.2 A General Mathematical Formulation 66
4.3 Applications 71
4.4 Exercises 75

Singular Control for Jump Diffusions 77
5.1 An Illustrating Example 77
5.2 A General Formulation 79



XII Contents

5.3 Application to Portfolio Optimization
with Transaction Costs 85

5.4 Exercises 87

6 Impulse Control of Jump Diffusions '. 91
6.1 A General Formulation-and a Verification Theorem 91
6.2 Examples 95
6.3 Exercises '..103

7 Approximating Impulse Control by Iterated Optimal
Stopping 107
7.1 Iterative Scheme 107
7.2 Examples 117
7.3 Exercises 122

8 Combined Stochastic Control and Impulse Control
of Jump Diffusions : 123
8.1 A Verification Theorem ': 123
8.2 Examples •. 126
8.3 Iterative Methods 131
8.4 Exercises 132

9 Viscosity Solutions 135
9.1 Viscosity Solutions of Variational Inequalities. 136

9.1.1 Uniqueness 138
9.2 The Value Function is Not Always C1 139
9.3 Viscosity Solutions of HJBQVI 142
9.4 Numerical Analysis of HJBQVI 153

9.4.1 Finite Difference Approximation 153
9.4.2 A Policy Iteration Algorithm for HJBQVI 156

9.5 Exercises 159

10 Optimal Control of Random Jump Fields and Partial
Information Control 161
10.1 A Motivating Example 161
10.2 The Maximum Principle 162
10.3 The Arrow Condition 168

10.3.1 Return to Example 10.1 169
10.4 Controls Which do not Depend on x 174
10.5 Connection with Partial Observation Control 176
10.6 Exercises 180

11 Solutions of Selected Exercises 183
11.1 Exercises of Chapter 1 183
11.2 Exercises of Chapter 2 189
11.3 Exercises of Chapter 3 202



Contents XIII

11.4 Exercises of Chapter 4 209
11.5 Exercises of Chapter 5 211
11.6 Exercises of Chapter 6 215
11.7 Exercises of Chapter 7 227
11.8 Exercises of Chapter 8 ' 232
11.9 Exercises of Chapter 9 235
11.10 Exercises of Chapter 10 240

References 243

Notation and Symbols 251

Index 255


